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Sujal Singh – 04119051723, IIOT–B1

Example 1
Let F be any field and V be the set of all n–tuples:

V = {(x1, x2, . . . , xn) : x1, x2, . . . , xn ∈ F}

then V is denoted by F n. Vector addition and scalar multiplication for F n is defined as below
∀x, y ∈ F n and c ∈ F , where xi, yi ∈ F and i = 1, 2, . . . , n:

x + y = (x1 + y1, x2 + y2, . . . , xn + yn)
c · x = (c · x1, c · x2, . . . , c · xn)

Verify that the F n(F ) forms a vector space.

Solution:
Vector addition for F n(F ) is defined as,

x + y = (x1 + y1, x2 + y2, . . . , xn + yn)

where xi, yi ∈ F , and since addition of elements of a field is closed under that field, xi + yi ∈ F ,
and so, (x + y) ∈ F n, ∀x, y ∈ F n. Therefore, closure property is satisfied for vector addition.

x + y = (x1 + y1, . . . , xn + yn) = (y1 + x1, . . . , yn + xn) = y + x (Commutativity)
x + (y + z) = (x1 + (y1 + z1), . . .) = ((x1 + y1) + z1), . . .) = (x + y) + z (Associativity)

x + 0 = (x1 + 0, . . . , xn + 0) = x (Additive Identity)
x + (−x) = (x1 + (−x1), . . . , xn + (−xn)) = 0 (Additive Inverse)

Scalar multiplication for F n(F ) is defined as,

c · x = (c · x1, c · x2, . . . , c · xn)

where c, xi ∈ F , and since multiplication of elements of a field is closed under that field, c·xi ∈ F ,
and so, c · x ∈ F n, ∀x ∈ F n and c ∈ F . Therefore, closure property is satisfied for scalar
multiplication. ∀α, β ∈ F :

1 · x = (1 · x1, 1 · x2, . . . , 1 · xn) = x (Multiplicative Identity)
(αβ)x = ((αβ)x1, . . . , (αβ)xn) = (α(βx1), . . . , α(βxn)) = α(βx) (Associativity)

α · (x + y) = (α · (x1 + y1), . . .) = ((α · x1) + (α · y1), . . .) = (α · x) + (α · y) (Distributivity)
(α + β) · x = ((α + β) · x1, . . .) = (α · x1 + β · x1, . . .) = (α · x) + (β · x) (Distributivity)

Hence, F n(F ) forms a vector space.
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Example 2
Verify that the set of all matrices of order m × n, having elements from field F , denoted by
F m×n(F ), forms a vector space.

Solution:
Let F be any field, m, n ∈ Z, and F m×n be the set of all m × n matrices over F .

F m×n = {(aij)m×n | aij ∈ F}

Vector addition is defined as follows ∀A, B ∈ F m×n:

A + B = (aij + bij)m×n

∀i = 1, . . . , n, ∀j = 1, . . . , n

where,

A = (aij)m×n =


a11 . . . a1n
... . . . ...

am1 . . . amn



B = (bij)m×n =


b11 . . . b1n
... . . . ...

bm1 . . . bmn



Scalar multiplication is defined as c · A = (c · aij)m×n, ∀c, α, β ∈ F .

A + B = (aij + bij)m×n ((aij + bij) ∈ F =⇒ Closure Property)
A + B = (aij + bij)m×n = (bij + aij)m×n = B + A (Commutativity)

A + (B + C) = (aij + (bij + cij))m×n = ((aij + bij) + cij)m×n = (A + B) + C (Associativity)
A + (0)m×n = (aij + 0)m×n = (aij)m×n = A (Additive Identity)

A + (−A) = (aij + (−aij))m×n = (0)m×n = 0 (Additive Inverse)
c · A = (c · aij)m×n ((c · aij) ∈ F =⇒ Closure Property)

(αβ) · A = ((αβ) · aij)m×n = (α · (βaij))m×n = α · (βA) (Associativity)
(α + β) · A = ((α + β) · aij)m×n

= ((α · aij) + (β · aij))m×n

= (α · A) + (β · A) (Distributivity)
α · (A + B) = (α · (aij + bij))m×n

= ((α · aij) + (α · bij))m×n

= (α · A) + (α · B) (Distributivity)

Hence, F m×n(F ) forms a vector space.
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Example 3
Let S be any non-empty set and F be any field, and let F(S, F ) denote the set of all functions
from S → F :

F(S, F ) = {f | f : S → F}

Vector addition is defined as follows, let f, g ∈ F(S, F ):

(f + g)(s) = f(s) + g(s) (∀s ∈ S)

and scalar multiplication is defined as follows, let c ∈ F :

(c · f)(s) = c · f(s)

Solution:
Since f : S → F and g : S → F =⇒ f(s) + g(s) ∈ F, ∀s ∈ S, and so, (f + g)(s) ∈ F(S, F ).
Therefore, closure property for vector addition is satisfied.

(f + g)(s) = f(s) + g(s) = g(s) + f(s) = (g + f)(s) (Commutativity)
(f + (g + h))(s) = f(s) + (g(s) + h(s)) = (f(s) + g(s)) + h(s) = ((f + g) + h)(s)

(Associativity)
0(s) = 0, ∀s ∈ S (Additive Identity)

(f + (−f))(s) = f(s) + (−f(s)) = 0 (Additive Inverse)

(c · f)(s) = c · f(s), where c, f(s) ∈ F =⇒ c · f(s) ∈ F =⇒ (c · f)(s) ∈ F(S, F ). Therefore,
closure property is satisfied for scalar multiplication.

f(s) = 1, ∀s ∈ S (Multiplicative Identity)
(αβ · f)(s) = (αβ) · f(s) = α · (βf(s)) = ((βf(s)) · α)(s), ∀s ∈ S (Associativity)
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